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Characterization and quantification of root water uptake processes play a key role in understanding and
managing the effects of global climate change on agricultural production and ecosystem dynamics. Part
of this understanding is related to the flow of water towards plant roots in soils. In this study we dem-
onstrate for the first time, to our knowledge, that fluid flow in the voids of the pore space of a model soil
system (natural sand) can be detected and mapped to an NMR image for mean flows as low as 0.06 mm/s
even under the influence of internal magnetic field gradients. To accomplish this we combined multi-slice
imaging with a 13-interval pulse sequence to the NMR pulse sequence 13-interval stimulated echo multi-
slice imaging (13-interval STEMSI). The result is a largely reduced influence of the internal magnetic field
gradients, leading to an improved signal-to-noise ratio which in turn enables one to acquire velocity
maps where conventional stimulated echo methods fail.

� 2011 Elsevier Inc. All rights reserved.
1. Introduction

Understanding root water uptake in soils is of high importance
for securing nutrition in the context of climate change and linked
phenomena such as strongly varying weather conditions (drought,
heavy rain). One step to understand how root water uptake occurs
is the knowledge of water flow in soil towards plant roots – the
‘‘hidden half’’ of plants [1].

Processes in the rhizosphere have previously been experimen-
tally investigated with non-NMR methods either invasively or in
restricted geometries such as 2D rhizotrones [2]. Transport pro-
cesses in soil were investigated with experimental black-box
methods combined with model calculations to characterize the
internal structure of porous media. Invasive probes such as time
domain reflectometry (TDR) [3] or in situ extraction of the liquid
phase [4] yield information about empirical parameters such as
water content and solute composition at a few defined sites inside
the sample. Although these methods may determine the heteroge-
neity of the sample in a parametrized way, they return no informa-
tion at the actual spatial structure on the length scale of the pore
size or smaller.

Magnetic resonance techniques are capable of providing a more
detailed picture of the root–soil system and have therefore re-
ceived significant attention as a method for the non-invasive
ll rights reserved.

osas).
investigation of plants and soil. With magnetic resonance imaging
(MRI) three-dimensional (3D) structures in plants [5,6], root sys-
tems, as well as indirect water uptake [7–11] have been studied.
Theoretical concepts have been published recently [12–14], which
provide a sound base for comparison with experimental studies for
deeper understanding of the uptake mechanism. This now needs to
be matched by a broader experimental knowledge of the hydraulic
properties of the fluids in the porous medium by measuring water
flow dynamics through the soil pore space and the root system.

Although MRI offers direct observation of fluxes by flow imag-
ing techniques [15], it has been used mainly for investigations of
flow rates ranging from 1 m/s [16,17] down to several mm/s
[18]. Even lower flow rates for water in plants and wheat grains
have been reported by Scheenen et al. [19] and Jenner et al. [20],
respectively. Recently van de Meent et al. [21] obtained velocity
maps in algae for averaged flow rates of about 45 lm/s at observa-
tion times of 500 ms. While this is in the range of water flux in soil
caused by uptake from roots (for instance flow rates in bean root
xylem vessels are reported by Schulze-Till et al. [22] between
340 lm/s and 770 lm/s), here we face the additional and severe
challenge of the heterogeneity of the soil structure and the NMR
artifacts linked to it. Therefore, water uptake in roots and the sur-
rounding soil has been monitored only indirectly with tracer sub-
stances [23] by NMR so far.

Measuring local velocities in porous media by combining flow
encoding with imaging techniques is widely used and can be found
in numerous publications [such as 24–32]. Among other influ-
ences, Homan et al. [32] investigated the effects of internal
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magnetic field gradients on NMR flow measurements. They consis-
tently found an increasing impact of internal magnetic field gradi-
ents (as well as relaxation) on both the signal magnitude and the
obtained velocities with increasing observation time. To address
this issue, one can combine the approach of Cotts et al. [33] for
the reduction of the influence of internal magnetic field gradients
with appropriate imaging techniques as carried out by Li et al.
[31] for flow mapping or by Lucas et al. [34] for diffusion mapping.
Li et al. [31] used SPRITE for the imaging component of the pulse
sequence. Following the same approach Romanenko et al. [35]
was able to improve the spatial resolution substantially.

In this work we use interleaved multi-slice imaging instead of
SPRITE as an alternative way of mapping flow in porous media.
We present flow mapping in the pore space of natural sand as a
model system for soil, covering velocities typical for water uptake
in the vicinity of plant roots and in the roots themselves. In order
to reduce the influence of internal magnetic field gradients on the
MRI signal, interleaved multi-slice imaging was combined with the
13-interval pulsed field gradients (PFG) stimulated echo pulse se-
quence as introduced by Cotts et al. [33] for flow encoding. We
strictly adhere to the condition which requires the centering of
the flow encoding gradients between rf-pulses (see [33] for details)
in order to achieve the maximum suppression of the internal mag-
netic field gradient’s influence. Since this is often linked to a signal
loss due to enhanced T2 relaxation we partially compensate for this
loss by merging the imaging elements of the experiment into the
scheme of the 13-interval sequence. We call this new pulse se-
quence 13-interval STEMSI according to 13-interval stimulated
echo multi-slice imaging.

One possible application of the 13-interval STEMSI (if per-
formed with contiguous slices) could be the acquisition of 3D flow
paths (as typical for angiography) which may aid the correction of
MRI artifacts. Therefore, in this work, we aim for a resolution
which roughly matches the diameter of the roots as well as the
pores in the soil system. A resolution in the order of 0.1 mm ap-
pears to be sufficient to determine averaged velocities within the
root (or the pore), and allow tracking of the flow in the heteroge-
neous 3D structure. A resolution beyond the root diameter or pore
sizes is unnecessary in this context.
2. Theory

The attenuation of an NMR echo can be described according to
Callaghan [15] using
MðteÞ ¼ M0ðteÞ �WðteÞ � wðteÞ with ð1Þ
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whereby G�totðtÞ ¼ G�ðtÞ þ g�ðtÞ: ð1cÞ
M(te) is the amplitude at the echo time te, which can be expressed
by the signal intensity M0(te) without external applied magnetic
field gradients (G(t) = 0), influenced by molecular diffusion W(te)
and a phase factor w(te) due to the velocity contribution. T1 and
T2 relaxation effects are already included in M0(te). c is the gyro-
magnetic ratio, D is the diffusion coefficient, v the velocity of the
molecules, and G�totðtÞ denotes the sum of all effective applied
(G⁄(t)) and internal (g⁄(t)) magnetic field gradients (for the concept
of effective magnetic field gradients see [36]).
According to Galvosas et al. [37], the integral in Eq. (1a),
expressing the contribution of diffusive processes, can be rewritten
by inserting Eq. (1c) into Eq. (1a) as
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Here, Ap(te), Ac(te) and Ab(te) are separate terms influencing the
NMR signal amplitude, caused by: the applied pulsed field gradients
alone; the so called cross term between the applied and the internal
magnetic field gradients; and the internal gradients alone,
respectively.

However, considering the term in Eq. (1) responsible for the im-
parted phase factor due to flow as expressed by Eq. (1b), one may
easily find that there is no contribution from a cross term. This can
be seen by inserting Eq. (1c) into Eq. (1b),
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where Bp(te) and Bb(te) describe the influence on the NMR signal
with respect to the applied pulsed field gradients and the internal
gradients under flow, respectively. Evidently, there is no influence
on the imparted phase factor w arising from a cross term. However,
the signal amplitude M may be influenced significantly via W by the
diffusion cross term, Ac, and the internal field gradient term itself,
Ab. This may render the application of standard NMR diffusometry
pulse sequences (such as proposed by Tanner [38]) impossible,
due to an insufficient signal-to-noise ratio. The 13-interval pulse se-
quence with bipolar pulsed field gradients as proposed by Cotts
et al. [33] is suited to reducing the influence of exactly those two
terms, Ac and Ab, thus recovering the detected NMR signal. We
therefore combined the 13-interval pulse gradient scheme for flow
encoding with MR imaging for the detection of spatially resolved
velocity maps.
3. Materials and methods

The pulse sequence used in this work is a combination of inter-
leaved multi-slice imaging (black gradient pulses in Fig. 1) with a
13-interval sequence (gray gradient pulses in Fig. 1), which we
name the ‘13-interval stimulated echo multi-slice imaging’ pulse
sequence (13-interval STEMSI). This pulse sequence contains two
pairs of bipolar pulsed field gradients, separated by the observation
time D. Each pulsed field gradient (with the intensity G = jGj and
width d) is symmetrically centered in the s intervals in order to
minimize the influence of internal magnetic field gradients [33].
During the storage interval (D0) the magnetization is stored along
the direction of the external polarizing magnetic field B0 (z-direc-
tion), so as to be only influenced by T1 relaxation. On the other
hand, internal magnetic field gradients g(t) and T2 relaxation can



Fig. 1. Combined 13-interval pulse sequence with multi-slice imaging, 13-interval
STEMSI. Note that the pulsed field gradients (gray) can also be applied in y- or z-
direction.
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only affect the NMR signal during the s intervals. Note that the
pulsed field gradients (gray) can also be applied in y- or z-direction.

Flow encoding measurements are based on the detection of the
phase shift D/(te) of the NMR signal (see [15] for details). It is easy
to see that this phase shift can be derived from the expression in
the exponent of Eq. (1b) by evaluating the containing integral as gi-
ven by Eq. (3). For the further analysis of this equation we will as-
sume (similar to Galvosas et al. [37]) that internal gradients, as
experienced by the diffusing molecules, may change during the
storage interval D0, but stay constant before and after D0 with val-
ues of g and f, respectively. Since G(t) is explicitly known (see the
gray pulsed field gradients for phase encoding in Fig. 1), we obtain

wðteÞ ¼ expficv ½2dDG þ s2ðg � f Þ�g: ð4Þ

Eq. (4) highlights another advantage of the 13-interval simulated
echo over the standard stimulated echo. Not only does it reduce
the impact of the internal gradients on the NMR signal amplitude,
W (as discussed earlier), it also reduces their impact on the im-
parted phase factor w. In the special case of constant internal gradi-
ents their influence is fully compensated, which is impossible to
achieve with the standard stimulated echo [38], as a term Dsg al-
ways survives. Even in the case g – f, we may neglect the impact
of internal field gradients, since s2� 2dD and (g � f)� G will be
satisfied in most cases. However, we may remove the influence of
the internal field gradients entirely by dividing each measurement
conducted with pulsed field gradients by the measurement without
pulsed field gradients, thus subtracting the term due to the internal
gradients in the exponent of Eq. (4). The remaining expression
yields a phase change of the NMR signal independent of the internal
field gradients, with

D/ðte; rÞ ¼ 2dDcGvðrÞ: ð5Þ

This relation already takes into account that the velocity is a
local property and we expect to obtain phase differences depend-
ing on the position in the sample. Moreover, velocities in one voxel
are likely to be distributions, leading to a distribution of phase
differences. We accounted for that by obtaining the averaged
velocity in each voxel using the small gradient pulse approxima-
tion [39,40] in combination with Eq. (5).

All NMR experiments were performed on a wide-bore Bruker
AVANCE 400, which was equipped with a 3D microimaging system
Micro2.5 (Bruker). It provided a maximum gradient strength of
1.45 T/m and a 15 mm inner diameter birdcage resonator with an
RF sensitive height of 20 mm. The acquired NMR data were pro-
cessed with Prospa� (Magritek Ltd., Wellington, New Zealand).
Any fitting procedures were done subsequently with Origin� (Orig-
inLab Corporation, Northampton, MA, USA).

The main component of the experimental setup for flow imag-
ing was a polyvinyl chloride column with an inner diameter of
di = 13.5 mm and a length of 95 mm. This column was filled with
natural sand (FH 31, Quarzwerke Frechen GmbH, Frechen,
Germany; components: 99.7% SiO2, 0.1% Al2O3, and 0.04% Fe2O3),
which is characterized by a mean grain size of about dg = 0.35 mm,
an averaged pore diameter between the grains of about 0.1 mm
and a specific surface area of 71 cm2 g�1. The porosity
h = 0.35 ± 0.01 was determined by the water content of the fully
water saturated sand column. This sand is a reference system in
the ‘‘Institute of Bio- and Geosciences – Agrosphere’’ and is chosen
for its high hydraulic conductivity as well as its relatively low iron
oxide content.

Water doped by 0.1 wt% CuSO4 was pumped through the sand
column using a peristaltic pump with variable volume flow. Thus,
we applied a water flow in the z-direction, which is parallel to the
static magnetic field [41]. To determine the applied pore flow
velocities, vapp, we measured gravimetrically the volume flow, Japp,
at each chosen pump flow rate. From these volume flows we calcu-
lated the pore flow velocities by taking into account the cross-sec-
tional area A = p(di/2)2 of the sand column and the porosity, h,
according to vapp = Japp/(hA). The applied pore flow velocities ran-
ged from a maximum of vapp,max = 1.35 mm/s down to a minimum
of vapp,0 = 0.02 mm/s. To ensure a homogeneous flow field all over
the sample, a reservoir of 0.1 wt% CuSO4-doped water was in-
cluded in the setup and filled to a higher level than the top of
the sample tube inside the NMR magnet. This led to a completely
water saturated sand column. To ensure continuous water flow
through the sand column, regardless of any unsteadiness caused
by the peristaltic pump, a second reservoir was included in the
experimental setup right after the pump (see [41] for details). In
order to avoid rearranging or repacking of the sand inside the col-
umn, the experiments were started at high pore flow velocities and
then reduced stepwise to lower pore flow velocities until the flow
detection minimum was reached.

Flow encoded MRI acquisition was performed with a field of view
of 18.0 � 18.0 � 4.0 mm3 and a matrix size of 128 � 128 � 4. This
would result in a spatial resolution of 0.14 mm/pixel with a slice
thickness of 1 mm for a homogeneous sample. However, due to the
heterogeneity of the magnetic susceptibility in the sand we have a
T�2 � 0:35 ms, resulting in a line width (at full width half maximum)
of about 900 Hz. To account for this line broadening all time domain
data where acquired with the highest available spectral width of
100 kHz. Even under these conditions one pixel may be smeared
out by half a pixel into its neighbors, thus reducing the effective
resolution.

The 3D data sets are composed of the desired number of slices
situated next to each other with zero gap. The slices are sampled
interleaved, ordered by odd and even numbers. Imaging was orien-
tated perpendicular to the axis of the sand column to get cross-sec-
tional velocity maps. Thus, the slice selection gradient of 0.261 T/m
was applied in z-direction while a sinc-shaped soft pulse (trun-
cated after the third zero) of 0.5 ms irradiated the sample. Phase
gradients (0.05 T/m, length 1.69 ms) and read gradients (0.13
T/m) were applied in the xy-plane. The repetition time was
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Fig. 2. Velocity maps (top) and 1D mean velocity profiles (bottom) of the highest
applied pore velocity of vapp,max = 1.35 mm/s using the pulse sequence 13-interval
STEMSI. Shown are the results of flow encoding parallel (z-direction, left) and
perpendicular (x-direction, right) to the induced water flow direction. The obser-
vation time is 17 ms.
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TR = 2.0 s over which the acquisition of individual slices was dis-
tributed equally (four slices for the current experiments). The p/2
pulses had a length of 19 ls while the T2 sensitive time, s, between
the p/2 and p pulses was set to 2.3 ms. To achieve a sufficient sig-
nal-to-noise ratio, 32 scans per gradient step were performed and
linked to a 32 step phase cycle (a full phase cycle for the Hahn echo
subsequence after the storage time D0 extended by an add-subtract
scheme for the suppression of unwanted signals from spins already
relaxed back at the time of the soft rf-pulse). Shorter phase cycle
schemes are possible.

The flow encoding was done utilizing two gradient values G.
The gradient pulse duration was d = 0.3 ms, with a maximum gra-
dient strength of up to G = 0.345 T/m and G = 0.921 T/m for detect-
ing the highest and lowest applied flow velocities, respectively.
Flow-encoding gradients were applied both parallel (in the z-direc-
tion) and perpendicular (in the x- and y-directions) to the applied
water flow. For flow mapping, the observation time was held con-
stant at D = 17.0 ms. However, for investigating the dependence of
the MRI-detected mean pore flow velocity on the observation time,
D was varied in the range from Dmin = 9 ms up to Dmax = 50 ms at a
fixed flow of v = 1.35 mm/s. The measurement time for one veloc-
ity map was 3.5 h (this includes the 32 scans, 128 increments for
the imaging phase gradient and two values of the flow encoding
gradients). After each experiment, in which the applied flow veloc-
ity was decreased, no NMR experiments were conducted until 24 h
later, to ensure the lower water flow is in equilibrium.
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Fig. 3. 1D velocity profile along a single line as taken from the map in Fig. 2 (top
left) for the highest applied pore velocity of vapp,max = 1.35 mm/s. Shown is the
result of flow encoding parallel (z-direction) to the induced water flow. The
observation time is 17 ms.
4. Results and discussion

Initial attempts to acquire velocity maps with a standard unipo-
lar pulse sequence [38] were unsuccessful. Even at observation
times as short as D = 10 ms, the acquired images contained mainly
noise, which made the usage of the 13-interval pulse sequence
indispensable. Therefore, flow-encoded MR images were recorded
at the highest applied pore flow velocity of vapp,max = 1.35 mm/s
with the pulse sequence shown in Fig. 1. These measurements
served to check the operational capability of the 13-interval STEM-
SI pulse sequence for velocity mapping in natural porous media
under the influence of internal magnetic field gradients. In each
direction perpendicular (x- and y-directions) and parallel (z-direc-
tion) to the induced water flow direction, flow-encoded MR images
were acquired. Since the flow was applied in the z-direction we ex-
pected that the average velocity under parallel flow encoding devi-
ates from zero. However, the average velocity with perpendicular
flow encoding should be zero with a non-vanishing standard devi-
ation. These fluctuations around zero velocity result from the mo-
tion of water molecules around the sand grains (acting as barriers
to the flow).

The velocity maps and 1D mean velocity profiles for a pore flow
velocity of vapp,max = 1.35 mm/s are shown in Fig. 2. Note that for
the 1D profiles the velocities in the y-direction have been averaged
(as opposed to arbitrarily selecting one particular line in the center
of the velocity map).

The left column of Fig. 2 shows the velocity map of flow encod-
ing in the z-direction (top) and the corresponding 1D mean veloc-
ity profile with spatial resolution in the x-direction (bottom). The
velocities in the sand column (Fig. 2, top left) are evenly distributed
over the cross-section around a positive mean value. This becomes
even more obvious in the 1D velocity profile (Fig. 2, bottom left).
Although mean velocities are different for each x-position, they
clearly take positive values. The right hand side of Fig. 2 shows
the velocity map (top) and the 1D mean velocity profile (bottom)
for flow encoding perpendicular to the induced water flow. In con-
trast to velocity mapping parallel to the induced water flow (Fig. 2,
top left), no significant positive or negative trend for velocities is
seen (Fig. 2 top right). Also, the 1D mean velocity profile (Fig. 2,
bottom right) fluctuates both positively and negatively around
zero, with an average of zero. This confirms our stated assumption
of a net zero velocity regarding the direction perpendicular to the
induced water flow.

While the profiles in Fig. 2 are averaged values along the y-
direction, Fig. 3 shows the profile of a single line taken in the center
of the top left map as shown in Fig. 2. As expected, velocities are
fluctuating much more and extracted numbers correspond now
to the averaged velocity within one voxel. Note, however, that indi-
vidual voxels may be partially or entirely occupied by a sand grain
and zero velocity means in that case no velocity (nor signal) at all.

The maximum error of the averaged velocity in each voxel was
estimated to ±40 lm/s. This is based on the range of velocities ob-
tained for the lowest applied flow of vapp,0 = 20 l m/s. The method
fails in this case and extracted local velocities may no longer be
reliable. Therefore, we consider ±40 lm/s to be a safe upper limit
for the uncertainties. However, the mean velocities in both profiles
of Fig. 2 show significantly higher fluctuations. Especially in the
range of x = [�4; 4], where the average is done over a substantial
number of pixels, the fluctuations around the mean value remain
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significantly higher compared to the uncertainties and they seem
to be the same both for parallel and perpendicular flow-encoding
measurements. This would be in line with our expectation of water
molecules moving around the sand grains. These observations for
both parallel and perpendicular flow-encoding measurements
prove the validity of the 13-interval STEMSI pulse sequence in nat-
ural porous media, even under the influence of internal magnetic
field gradients.

In further experiments, the applied pore flow velocity was re-
duced in several steps down to the lowest value of
vapp,0 = 0.02 mm/s, where differences between the velocity maps
for parallel and perpendicular flow encoding were no longer obser-
vable (data not shown). However, pore flow velocities have been
reliably detected for velocities as low as vapp,min = 0.06 mm/s,
although with the same absolute uncertainty of ±40 lm/s. The cor-
responding velocity maps and the 1D velocity profiles of these
experiments are shown in Fig. 4.

When comparing Figs. 2 and 4 it becomes obvious that the flow
field simply scales with the applied pore velocity. Apart from the
absolute sizes (note the different scales used for the two figures),
the 2D as well as the 1D velocity distributions are similar to each
other. The same holds for the magnitude of the fluctuations with
respect to the mean velocity values. It is this similarity between
the velocity maps – only scaling with the mean velocity – which
proves the reliability of the method even for mean pore flow veloc-
ities below 0.1 mm/s.

To further elucidate the obtained velocity distributions, we ana-
lyzed the NMR data by means of histograms, taking into account all
pixels of the acquired velocity maps. This is shown in Fig. 5 for the
highest applied pore flow velocity of vapp,max = 1.35 mm/s.

A Gaussian distribution of velocities with a mean of
vGauss = (0.81 ± 0.01) mm/s and a standard deviation of
rGauss = (0.94 ± 0.02) mm/s fits well to the histogram of velocities
shown in Fig. 5. The distribution of the experimental data is sym-
metric around its mean value. Due to a higher standard deviation
of velocities compared to the mean velocity, negative velocities
also appear in the histogram. This means that in some pixels water
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Fig. 4. Velocity maps (top) and 1D mean velocity profiles (bottom) of the lowest
applied pore velocity of vapp,min = 0.06 mm/s, where flow was still detectable, using
the pulse sequence 13-interval STEMSI. Shown are the results of flow encoding
parallel (z-direction, left) and perpendicular (x-direction, right) to the induced
water flow direction. The observation time is 17 ms. Note the different ranges in the
velocity scales compared to Fig. 2.
is flowing in the opposite direction, an observation which is also
evident from Fig. 3. The reason for this behavior is again the eva-
sive movement of water molecules around grains of sand. Since
the velocity maps reflect only the projection of the actual velocity
vector of each pixel in the observed direction, velocities with neg-
ative values are possible.

In order to calibrate the mean pore flow velocities we obtain
from NMR flow imaging in the sand column, we also acquired
the velocity field of water flowing in a pipe under otherwise iden-
tical conditions. We obtained the characteristic parabolic profile as
one would expect in a pipe. One example for a flow rate of
vmean = 0.9 mm/s is given in Fig. 6.

Similar velocity profiles have been measured for mean flow
rates in the pipe from 3.5 mm/s down to 50 lm/s. The root mean
square deviation of the measured local velocities from the fitted
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Fig. 6. Velocity map (top) and 1D velocity profile (bottom) of water flowing in a
pipe with an applied mean velocity of vmean = 0.9 mm/s. Note, the 1D profile in this
figure is not an average along y but a slice across the center of the 2D profile.
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and the highest applied pore velocity vapp,max = 1.35 mm/s (right) using the pulse
sequence 13-interval STEMSI. The observation time is 17 ms.
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vapp,0 = 0.02 mm/s. The data are fitted with an exponential decay (line).
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parabolic profile is 7 lm/s for all velocities. We expect a linear rela-
tion between the mean velocity as measured by NMR and the ap-
plied flow velocity. Ideally, the factor between both velocities
would be unity. The result of these measurements is plotted as
the black dots in Fig. 7.

As seen from Fig. 7, the linear relationship between the NMR
data and the applied velocities is very good in the case of pipe flow.
The linear fit equation is v = (1.01 ± 0.01) � vapp so that no correc-
tion factor between the measured and applied velocity is needed.
This holds even for very high applied velocities. Note that the rela-
tionship is different to that where water flows through the sand
column (black triangles). At low applied pore flow velocities, the
experimentally detected mean pore flow velocity matches with
the applied value within uncertainties. However, with higher ap-
plied pore flow velocities an increasing deviation from the ex-
pected value towards smaller velocities is observed. Based on the
results we obtained from the pipe flow, which were obtained un-
der identical conditions only with the sand column replaced by
the pipe, we may exclude leakage or evaporation as a cause for
the observed velocity discrepancy in the sand column. We may
also exclude excessively high phase encoding gradients (which
may result in phase aliasing) as the field of velocity was chosen
large enough to accommodate even velocities larger by 10 times,
compared to the applied mean pore flow velocity.

Although the main focus of this work was on the detection of
small pore flow velocities (where no deviation was observed), we
still set out to investigate the deviation at higher applied pore flow
velocities. In a first step, we evaluated the magnitude maps as ob-
tained from the modulus of the MR images without a phase-encod-
ing gradient and their corresponding 1D intensity profiles as
shown in Fig. 8. Note that for the 1D profiles the magnitudes in
the y-direction have been averaged.

It is evident from Fig. 8 that the total NMR signal intensity de-
creases with increasing mean pore flow velocity. While the left
hand side of Fig. 8 shows the intensity map for an applied pore flow
velocity of v = 0.06 mm/s, the right hand side represents the inten-
sities at v = 1.35 mm/s. As for the velocity maps, the profile of the
intensity maps is similar for both velocities. However, the total
intensity is only half the value for the higher velocity. A more
quantitative analysis of this relationship between the NMR signal
intensity and the applied pore flow velocity is shown in Fig. 9.
The data points shown as triangles in Fig. 9 were calculated by
integrating the magnitude of the entire selected slice for each cho-
sen pore flow velocity, followed by normalization by the integrated
magnitude of the lowest applied pore flow velocity of
vapp,0 = 0.02 mm/s. A decay of the signal magnitude with increasing
applied flow velocity is evident and may be fitted by an exponen-
tial decay (black line in Fig. 9). Thus, even with the 13-interval
STEMSI, which reduces or even cancels influences of internal mag-
netic field gradients on the NMR signal, we still detect a magnitude
loss with increasing applied pore flow velocity. Therefore, we now
discuss possible reasons for the NMR signal decay in the light of
Eq. (1), taking into account the influences of relaxation, diffusion/
dispersion and flow. Furthermore, we relate this discussion to
the observed deviations of the detected mean pore flow velocities
from their expected value at high applied pore flow velocities.

T2 relaxation has impact on the signal during the four time
intervals s shown in the pulse sequence, Fig. 1. During the storage
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time, D0, where the magnetization is stored along the z-direction,
no T2 relaxation occurs. Since s was always kept at the same value,
the influence of T2 relaxation on the detected signal should stay the
same, independent of the applied pore flow velocity. Furthermore,
the overall influence of T2 relaxation should be moderate. The T2

distribution exhibits three peaks at 20 ms, 50 ms (similar in inten-
sity) and a minor peak at 160 ms. Considering the rf-pulse distance,
s = 2.3 ms, the reduction of the 20 ms peak is about 40%, 20% for
the peak at 50 ms and negligible for the remaining one.

We may also exclude a change of the sample via repacking of
the sand over the duration of the experiments since the T1 relaxa-
tion time (0.23 s and 1.1 s with and without the CuSO4, respec-
tively) and the diffusion coefficient before and after flow
experiments (data not shown) show no differences in the observed
values.

Recently, Homan et al. [32] investigated flow in porous media (a
column of randomly packed porous aluminum oxide beads, among
others) and the influence of internal magnetic field gradients on
measured flow-related parameters. Similar to our results they re-
port an NMR signal decay being dependent on the observation time
as well. It is important in this context that a comparable signal loss
was not observed for the water flowing in the pipe.

More interestingly, Homan et al. [32] found a dependency of the
velocity as measured with NMR on the observation time, to which
they link the effects of surface relaxation, susceptibility and disper-
sion (for the latter one see also Kandhai et al. [42]). In order to ex-
plore this further, additional flow investigations had been
undertaken. In these measurements the applied pore flow velocity
was kept constant at the highest applied value of vapp,max =
1.35 mm/s, while the observation time was varied in the range
from Dmin = 9 ms up to Dmax = 50 ms. In Fig. 10 we plot the mean
value averaged over all velocities in one slice (for any given applied
flow velocity) against the observation time, D. Note that s was kept
constant as well, ensuring a constant influence of T2 relaxation. It is
clear from Fig. 10 that the detected velocity decreases with
increasing observation time, in line with the observations by
Homan et al. [32].

This observed decrease of the detected velocities, dependent on
the observation time, can be described empirically with an expo-
nential decay (black line in Fig. 10) with a time constant of
T0 = (33 ± 3) ms. Assuming that the velocity at D = 0 ms represents
the actual mean pore flow velocity in the sample, the exponential
function was extrapolated to D = 0 ms. The resulting mean pore
flow velocity is vfit = (1.2 ± 0.1) mm/s. This matches reasonably
well with the applied pore flow velocity of vapp,max = 1.35 mm/s.
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Fig. 10. Dependence of the velocity detected with flow encoding on the observation
time D at the applied pore flow velocity of vapp,max = 1.35 mm/s with 13-interval
STEMSI pulse sequence (triangles). An exponential decay is fitted to the data (line).
Although the extrapolated velocity is close to the expected value,
a small discrepancy remains. This may be due to a residual influ-
ence of the internal gradients and the violation of their constancy
during the observation time, in particular at higher velocities.
However, this artifact does not appear at low applied pore flow
velocities, which was the main focus of this work.

Besides the already discussed effects (which are related to the
nature of the sample as a porous material and the fluid flow in
it) we may further consider artifacts linked to the merging of the
imaging subsequence into the 13-interval pulse sequence (see
Fig. 1). In particular the slice selective (third) p/2 pulse may be
the source of experimental errors. To investigate this further we al-
tered the pulse sequence and swapped the slice selective pulse
with the first rf-pulse. This results in slice selective excitation
and a hard p/2 pulse after the storage time, D0. Despite this alter-
ation we obtained identical results for extracted velocities as well
as NMR signal intensities. Second, we compared signal intensities
as well as velocities for the different slices taken in the case of pipe
flow (see Fig. 6). We found no noticeable differences between
slices, in particular there were no differences if one compares slices
sandwiched between other slices and those on the top or bottom of
the 3D image. Third, we reduced the resolution in the phase direc-
tion (using only eight phase steps). Obviously, this leads to a veloc-
ity average over several pores: nonetheless, the obtained total flux
(as an integral over the entire slice) was conserved.

To conclude, we found the 13-interval STEMSI to be robust and
tend to attribute the observed deviations at higher velocities to
artifacts arising from heterogeneity of the sample rather than from
the pulse sequence employed. More work would be necessary to
fully understand these deviations. However, for the velocities of
interest (those below 0.1 mm/s), we showed in this work that
NMR using the 13-interval STEMSI pulse sequence is a powerful
technique for investigating flow in natural porous media which
strongly influence the NMR signal by internal magnetic field
gradients.
5. Conclusion

In this work we investigated flow in a model soil system con-
sisting of natural sand. Mean velocities as small as 60 lm/s have
been successfully monitored for the first time, to our knowledge.
The 13-interval STEMSI pulse sequence seems therefore to be suit-
able for investigating water motion in soil due to root water uptake
and may provide a basis for deeper understanding of the mecha-
nisms linked to this process. Accompanying measurements of lam-
inar pipe flow yield detectable velocity differences below 10 lm/s
at mean velocities of 50 lm/s. This is similar to recent achieve-
ments by van de Meent et al. [21] and confirms that such small
velocities can be reliably detected by NMR.

Deviations of the measured velocities at higher flow rates were
found to depend on the observation time and appear to be linked
to an additional loss of magnetization at higher flow rates.

The 13-interval STEMSI pulse sequence proves to be a powerful
tool with which to investigate slow flow processes in natural por-
ous media. Its strength (and advantage compared to conventional
stimulated echo methods) lies in the reduced or even canceled im-
pact of internal magnetic field gradients on both the magnitude of
the NMR signal as well as the imparted phase shift due to the phase
encoding gradients.
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